
Appendix C 

is 5 protein chemist’s art. Ae always, capturing 
this arc in heutiscic rules and putting it to use 
vtch an inference engine f4 the project’s Soal. 

The iofcrcace engine for CRYSALIS is a 
modification of the SU/X system daafga described 
above. ‘The hypothesis formation process must deal 
vtch mauy levels of pomsibly useful aggregation 
sod abstraction. For example. the map itself can 
be vieuctd as consisting of “paake.” or “peaks and 
vslleys.” or “skeleton.” The protein model has 
“atoms,” “amide planes,” “amino acid sidechains,” 
and eves massive substructurea such am “hmlfces.” 
Proteiu moleculea are so complex that a l yetemetic 
generation-and-test strategy l ike DENDRAL’e is not 
feasible. Incremental piecing together ‘of the 
hypothesis using region-growing methods is 
lUCC4U*ry. 

me CRYSALIS design (alias SU/P) is 
descrtbd in a recent papr by Nfi nnd Feigmbauo 
fL97f). 

4 SUM?LUY OF CASE STUDIES 

Some of the themes preseated earlier need no 
recapiculacioo. but I wish to revisit three here: 
genrratton-and-teat; situation -> action rules; 
and explanations. 

A.1 Generation aad Test 

Aircraft come ia a vide variety of sixes, 
shapee, and functional designs and they are 
applied in very many weye. But almost all thet fly 
da 50 because of the unifying physical principle 
of Lfft by airflow; the others are deaoribed by 
exreption. So it is with intelligent agent 
pmg rams and, the informatioa processing 
psychaLoglscs tell us. vfth people. One unifying 
prfnciple of “intelligence” is gmeration-amd- 
cast* No wonder that it ham been so thoroughly 
atudlkd in AI resrarch! 

m  the case studies. gerraration is 
~ifeeced in a variety of forms aed processing 
sch4mmm. There are legal move generators defined 
formaLly by a generating algorithm fDENDRAL’s 
graph generating algorithm): or by a Logical rule 
of iaference WCIN’a backvard cbainiog). When 
Lega move generation is not possible or not 
l fffctenr. them are plausible move generators (u 
in SJ/X and AHI. Soretire gsamratioa is 
tnccrhaved vith testing (ss in HYCIM, SU/X. and 
AX). fn o*e caee, all generation precedee testing 
CDESDRAL).  One case (~A-DENDRAL) is mixed, vith 
some tasting caking place during generation. some 
after. 

Test also shows great variecy. There are 

;;;‘a tests (NXIN: “15 the organism aerobic?“; 
: “H5e a spectral l ine appeared at position 

P?“) Some teecs are complex heuristic evaluations 
(AU: “Is the new concept ‘interesting’?.‘; MOWEN:  

“Vi 11 the reaction actually take place?“) 
Someclmes a complex test can involve feedback to 
modify the object being tested (as in MRA- 
DENDRAL 1. 

‘fbe evidence from our came studlea supports 
the aeeer’tioa by Newell and Simon chat generation- 
and-test is s lav of our science (New11 and 
Simon. 1976). 

4.2 Situation - > Action rules 

Situatioo 0, Action rules are u4ed to 
repree4nt experts’ knoulcdga in all of the ease 
reudies. Alwaye the situation part fndicatee the 
specific conditions under which the rule is 
relevant. The action part can be simple (KYCIN: 
conclude preeence of particular organism; DENDRAL: 
conclude break of particular bond). Or it can be 
quite complex WOLCZN: an experienclal procedure). 
The overriding consideration in making desigu 
choices is that the rule form chosen be able to 
represent clearly and directly what the expert 
wishes to upress about the domain. As 
illustrated. this may neceesitace a wide variation 
in rule eyntax snd samantics. 

From a study of all the projects, a 
regularity emerges. A salient feature of the 
Situation -> Action rule technique for 
representing expert’s knowledge is the modularfty 
of the kwvladge base, with the concomitant 
flexibility to add or change the kmowledge easily 
am the experts' understanding of the domain 
changes. Nere too one must be pragmatic, not 
doctrinaire. A  technique such am this can not 
represent modularity of knowledge Ff that 
modularity does not exist in the domain. The 
virtue of this techofque is that it serves as a 
frsmeuork for discovering vhat modularity exists 
in the domalu. Discovery may feed beck to ceuee 
reformulation of the knowledge toward greater 
modularity. 

Finally, our csee studies have shovn that 
strategy knovledge can be captured in rule form. 
x0 TEmEsL4s, the matarules capture knowledge ol 
hov CO deploy domain knovledge; in SU/X, the 
strategy rdee rapreaenc the experts’ knovledge of 
“bov to awlyfe” Lo the domain. 

4.3 Explamation 

Nest of the programs, and 111 of the more 
recent ones l mekc available an explanation 
capability for the user, bc he end-user or system 
developer. Our focus on end-users in applications 
domains hoe forced attention to human eagineering 
issues. in particular makfag the need for the 
explanation capability lmperatfve. 

The Intelligent Agent viewpoint seems to us 
to demand that the agent be able to explain its 
activity; else the question arises of rho is in 
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conLro1 of the apent’s activity. The issue is not 
a...7deaic or philosophical. xc is an snglncering 
f ssue that has arisen in medical and military 
appl icocions of intelligent agencri. and will 
ppJern future acceptance of AI wrk In 
app!icotions areas. And on the phtloaaphical level 
one might aVeIl argue that there is a moral 
impentiue to provide accur*tc explanationa to 
end-users whose lntuitiona about our systems are 
almost nil. 

F1Cl*Lly. the l xpJ anation capability is 
needed as part of the concerted attack on rhe 
knowLedge acquistcioa problem. Explanation of the 
reasoning process is cenrral to the interactive 
transfer of expertise to the knowledge base, and 
ic is our most powerful tool for the debugging of 
the knowledge base. 

5 EPILOGUE 

What we have learned about knovledge 
en,gineerlng goes beyond what is discernible in the 
behavior of our case study programs. In the next 
paper of this two-part serfea. I will raise and 
discuss many of the general concerns of knowledge 
rn*ineers, including these: 

Uhac constitutes an “application” of AI 
tee hniques? 

There is a difference betvcen a serious 
application and an application-flavored toy 
problem. 

What are some criteria for the judicious 
selection of an application of AI techniques? 

What arc some applications areas wrrhy of 
serious attention by knowledge engineers? 

For example. applications to science. to 
signal interpretation. and to human 
interaction oith complex systems. 

HOW to find and fascinate an Expert. 

The background and prfor training of the 
expert. 

The level of commitment that can be 
elicited. 

Designing syutems that “think the way I 
do.” 

Sustaining attention by quick feedback 
and incremental progress. 

Focusing attention to data and specif fc 
problems. 

Providing oays to express uncertainty of 
expert knovledge. 

The side benefirs to the expert of his 
investment in the knovled~e engineering 
activity. 

Gaining consensus among experts about the 
knowledge of a domain. 

The consenmr, may be a more valuable 
outcome of the knovledge engineering effort 
than the building of the program. 

Problems faced by knowledge l ngfneers today: 

The lack of adequate and appropriate 
computer hardvare. 

The difficulty of export of systems to 
end-users, caused by the lack of properly- 
sized and -packaged combinations of hardware 
and software 

The chronic absence of cumulation of AI 
techniques in the form of software packages 
that can achieve vide use. 

The shortage of trained knowledge 
engineers. 

The difficulty of obtaining and 
sustaining funding for jncerestiog knovlcdge 
engineering projects. 
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